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Abstract
OMSimulator is an FMI-based co-simulation tool and re-
cent addition to the OpenModelica tool suite. It sup-
ports large-scale simulation and virtual prototyping us-
ing models from multiple sources utilizing the FMI stan-
dard. It is integrated into OpenModelica but also avail-
able stand-alone, i.e., without dependencies to Modelica-
specific models or technology. OMSimulator provides
an industrial-strength open-source FMI-based modelling
and simulation tool. Input/output ports of FMUs can be
connected, ports can be grouped to buses, FMUs can be
parameterized and composed, and composite models can
be exported according to the (preliminary) SSP (System
Structure and Parameterization) standard. Efficient FMI-
based simulation is provided for both model-exchange and
co-simulation. TLM-based tool connection is provided
for a range of applications, e.g., Adams, Simulink, Beast,
Dymola, and OpenModelica. Moreover, optional TLM
(Transmission Line Modelling) domain-specific connec-
tors are also supported, providing additional numerical
stability to co-simulation. An external API is available
for use from other tools and scripting languages such as
Python and Lua. The paper gives an overview of the tool
functionality, compares with related work, and presents
experience from industrial usage.
Keywords: FMI, FMU, SSP, modelling, simulation, co-
simulation, composite

1 Introduction
The use of virtual prototyping methods in product de-
velopment has become an indispensable tool to manage
the complexity of competitive modern products and in-
dustrial processes. Modelling the dynamic behaviour of
such products and processes often requires considering
systems that are composed of physical subsystems (usu-
ally from different physical domains) together with com-
puting and networking. The Modelica language, which al-

lows integrating discrete-time dynamics (e.g., control soft-
ware) and continuous-time dynamics (process behaviour),
is well suited for this task.

However, a frequent problem in larger industrial
projects is that although component-level models are
available, it is a big hurdle to integrate them into larger
system simulations. This is because different develop-
ment groups and disciplines, e.g., electrical, mechanical,
hydraulic, and software, often use their own approaches
and special purpose tools for modelling and simulation.

To improve the interoperability of behavioural mod-
els, the MODELISAR project (MODELISAR Consor-
tium, 2011), developed the Functional Mock-up Interface
(FMI) as a standardized exchange format for behavioural
models. Figure 1 illustrates the basic concept: Model
components are exported as Functional Mock-up Units
(FMUs) from their respective discipline specific tool, an-
other simulator tool can import the FMUs and integrate
them into a Functional Mock-up using a suitable master
algorithm for coupling the individual units. In October
2014, the improved version FMI 2.0 was released to the
public (FMI development group, 2014).

Figure 1. Model integration using FMI (source:
https://www.fmi-standard.org/).

The motivation behind FMI is easily understood, how-
ever, coupling different simulator codes is a major chal-
lenge and an active research area. Modular simulation
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of a global system by coupling different simulator codes
may easily result in an unstable integration or may require
proceeding in prohibitively small time steps (Schierz and
Arnold, 2012). Successful co-simulation needs:

• A suitable module interface (this is what FMI stan-
dardizes) and

• A suitable master algorithm for coupling the modules
(not standardized in FMI).

In previous work, Transmission Line Modelling (TLM)
was integrated as one possible approach to co-simulation
in OpenModelica (Siemers et al., 2006), also considered
as one approach to gain speed-up by simulation paral-
lelization during the RTSIM project (Sjölund et al., 2010;
Sjölund, 2015), however, this was not based on FMI.
Additional difficulties arise if discrete-time models (e.g.,
control software) are included within a co-simulation
setup (hybrid co-simulation). With regards to hybrid co-
simulation, the latest FMI 2.0 standard was shown to have
deficiencies and different proposals to amend these defi-
ciencies were discussed, e.g., (Broman et al., 2013; Cre-
mona et al., 2016; Tavella et al., 2016; Cremona et al.,
2017).

This paper describes an industrial-strength co-
simulation approach. First, it discusses FMI for
co-simulation in general and then it introduces the
OMSimulator tool framework in Section 3. Based on that,
the graphical user interface is outlined in Section 4 and
some industrial applications are discussed in Section 5.

2 FMI for Co-Simulation
The FMI 2.0 standard defines two interfaces (FMI devel-
opment group, 2014, p. 4):

• FMI for Model Exchange (FMI-ME): The intention
is that a modelling environment can generate C code
of a dynamic system model that can be utilized by
other modelling and simulation environments.

• FMI for Co-Simulation (FMI-CS): The intention is to
provide an interface standard for coupling simulation
tools in a co-simulation environment.

The two interfaces share common parts and concepts,
in particular:

• FMI C-application programming interface (API): All
computations are evaluated by calling standardized
C-functions.

• FMI Extensible Markup Language (XML) descrip-
tion schema: The schema describes the structure
and content of an XML file (named modelDescrip-
tion.xml) generated by the modelling environment
which exports an FMU. This modelDescription.xml
file contains the definition of all variables and other
structural information of an FMU in a standardized
form.

• An FMU is delivered as a zip file which contains
the XML description file, the code that provides the
C-API either in binary form as shared library or as
source code, as well as potential additional resources,
e.g., tables, model icon, and documentation.

Basically, FMI-ME differs from FMI-CS in that it re-
quires the importing tool to provide a numerical solver
for simulating the FMU. Such solvers require vectors for
states, derivatives and zero-crossing functions which are
exposed by the FMI-ME API. By contrast, FMI-CS does
not require the importing tool to provide a numerical
solver. Instead, all required solvers are embedded within
the FMI-CS and the related information is not exposed by
the FMI-CS API.

2.1 FMI-based Co-Simulation
An FMI-based composite model for co-simulation can be
constructed with both co-simulation and model-exchange
FMUs. The building blocks determine certain constraints
of the composite model structure. A straightforward de-
rived structure from the FMI specification is given in Ta-
ble 1.

Table 1. Overview of co-simulation building blocks.

solver components
master algorithm co-simulation units

• CS-FMU
• integrator + set of ME-FMUs

integration method set of ME-FMUs

The master algorithm forces the so-called global time
steps, which are used to exchange information between
co-simulation units. Each co-simulation unit takes its own
local time steps to reach the next forced global time step.

A co-simulation unit can be composed of a set of ME-
FMUs. In this case, these ME-FMUs can communicate
with a higher exchange rate than the global time step, ba-
sically at each local time step.

2.1.1 Initialization

Initialization must be performed within a dedicated initial-
ization mode. A consistent initial state is computed based
on the dependency information provided by the FMUs
(optional FMI feature) and the actual connections between
the FMUs. First, all parameters will be set to either pre-
defined values or explicitly overwritten by the user’s in-
put. The same applies to start values, which might be cru-
cial for internal nonlinear systems and external algebraic
loops. After that, all the information is propagated based
on the dependency information.

2.1.2 Simulation

The continuous simulation is performed by a master-
algorithm which synchronises all co-simulation units and
exchanges information between them based on internal
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output-input dependencies and external input-output de-
pendencies. The continuous simulation gets interrupted if
an event is detected or the final simulation time is reached.

2.1.3 Event handling

The discrete event simulation takes place if discrete
changes are detected. Co-simulation FMUs cannot expose
internal events, which means that only discrete changes in
output variables at communication time points can be de-
tected. In that case, the changes are propagated and a new
consistent model state is computed. This might be an iter-
ative process in case of algebraic loops.

The situation for model-exchange FMUs is a bit differ-
ent. A set of connected exchange-FMUs are simulated us-
ing a shared solver and events can be processed and com-
municated within this set of FMUs directly when they oc-
cur.

2.2 Numerically Stable Co-Simulation
Co-simulation requires different parts of the complete
model to be solved separately by isolated solvers. This
will inevitably delay the interchanged variables to the next
communication step. Such delays may affect numerical
stability and simulation accuracy.

In many cases, a master algorithm with fixed commu-
nication step size is used and the step size is reduced until
the results appear to be stable for the given problem. This
is performance consuming and can only ensure stability
in the observed working points. More sophisticated solu-
tions include adaptive communication step-size (Schierz
et al., 2012) or relaxation techniques (Schweizer et al.,
2016). Such methods typically rely on rollback mecha-
nisms, which are often not available (state serialization in
FMUs is optional).

One technique that addresses this issue is TLM (Krus,
2011). Every physical element has a finite information
propagation speed. By mapping the physically motivated
delays to the communication points in the model, artifi-
cial time delays can be avoided. As a result, the stability
properties of the simulation model will reflect the stability
properties of the physical system it represents. In other
words, the separation into different solvers will not af-
fect the numerical stability of the complete model. The
TLM implementation in OMSimulator is based on previ-
ous work by SKF (Siemers et al., 2009; Fritzson et al.,
2018). The boundary equations for a TLM connection are
shown in Equation 1 and 2:

e1(t) = e2(t −∆t)+Zc [ f1(t)+ f2(t −∆t)] (1)
e2(t) = e1(t −∆t)+Zc [ f2(t)+ f1(t −∆t)] (2)

e1, e2: effort variables
f1, f2: flow variables

Zc: characteristic impedance
∆t: time delay

It can be noted that the effort variable on one side of
the connection is always independent of variables on the
other side within a (usually small) time frame of ∆t, during
which solvers on both sides can work independently.

With FMI for co-simulation, sub-models can only ex-
change variables at communication time points. This in-
duces sampling errors, which greatly reduces the benefits
of TLM. OMSimulator addresses this by supporting in-
terpolation, either by sending derivatives of the input sig-
nals or by providing the sub-models with interpolation
tables (Braun et al., 2017b). Based on the assumption
that sampling errors arise from aliasing, a related solu-
tion could be to use anti-aliasing filters (Benedikt et al.,
2013; Drenth, 2017). Another solution based on increas-
ing communication step size using context-based extrapo-
lation was proposed by (Khaled et al., 2014). Both inter-
polation and anti-aliasing features would greatly benefit
from callback functions for writing intermediate outputs
and requesting intermediate inputs. This improvement has
been suggested to the FMI design group.

3 OMSimulator Tool Framework
OMSimulator is a unified co-simulation tool that supports
FMI 2.0 for model exchange and co-simulation. One of its
unique features is the support of TLM for numerically sta-
ble co-simulation. Simulations can be performed as soft
real-time or offline simulations.

3.1 Main Framework Aspects
OMSimulator is developed as a standalone open-source
simulation library with a rich C-API. The integration into
the OpenModelica graphical editor OMEdit demonstrates
how the C-API can be utilized for providing an intuitive
(graphical) user experience. Additionally, OMSimulator
provides a command-line interface (CLI) and scripting in-
terfaces for Python and Lua. These different interfaces can
be used to integrate OMSimulator into third-party tools
and specialized applications, e.g. flight simulators and op-
timization applications.

The open-source implementation enables research on
various co-simulation questions, e.g. dependency-graph-
based master algorithms for parallel and multi-rate execu-
tion of FMI components.

3.2 Simulation Architecture
Composite models are constructed as a tree of certain
building blocks. The root node is either a TLM system,
weakly-coupled system (WC system), or strongly-coupled
system (SC system). The systems differ in the way con-
nections are handled:

• TLM systems contain TLM connections, which can
basically be considered as physical-motivated de-
layed connections.

• Weakly-coupled systems are used for actual co-
simulation. All simulation units run independently
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Figure 2. PI controller model created from 9 FMUs and connected to 2 lookup tables for the boundary conditions.

and are synchronized by a master algorithm at cer-
tain communication time points.

• Strongly-coupled systems are used to wrap-up
model exchange FMUs into a co-simulation unit.
They share a common solver and use a continuous
communication schema.

A system can contain other systems, components (i.e.
FMUs or lookup tables), connectors, and buses.

4 Graphical User Interface with Com-
posite Model Editor

A graphical user interface has been developed as an ex-
tension to the existing OpenModelica Connection Editor
(OMEdit) (Asghar and Tariq, 2010) and the composite
model editor presented in (Mengist et al., 2015). OMEdit
communicates with OMSimulator through the C-API for
visual composite modelling.

4.1 Visual Modelling
The graphical user interface allows the user to create com-
posite models and add systems, components (FMUs, ta-
bles and external models), connectors, buses and connec-
tions to the model. Each composite model is displayed in
the form of a hierarchical tree as shown in the left column
of Figure 2.

Each element in the hierarchical tree consists of an icon,
diagram and text view except for the top-level model, con-
nectors and buses. The model element does not have an

icon view and the connectors and buses are non-editable
shapes.

A user can create a connection between two connectors
or between two buses. A bus or a TLM bus consists of a
list of connectors. When a connection between two buses
is made, a bus connection dialog is shown (see Figure 3).
The dialog maps the inputs and outputs of the buses auto-
matically. This allows making connections for large sys-
tems trivial.

4.2 Simulation and Post Processing
The model needs to be in the instantiated state before per-
forming the simulation. Once the model enters into the in-
stantiation phase the user can set the FMU parameters and
start the simulation. The user interface shows the sim-
ulation status and progress using the callback functions
from the C-API. The simulation results are visualized in
the plotting perspective of OMEdit as shown in Figure 4.

5 Industrial Applications and Bench-
marks

In this section, several industrial applications are pre-
sented.

5.1 Saab Use Case
Analysing and designing sub-systems separately is not
enough in modern aircraft development. A competitive
product needs to be developed considering the joint be-
haviour of tightly coupled sub-systems in order to avoid
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Figure 3. Bus connection.

sub-optimization as well as to achieve the desired high
level of aircraft integration. Engineers and researchers,
therefore, need to have the means of detailed analysis us-
ing coupled simulation models, developed in a wide va-
riety of different domain-specific tools, available on their
desktop computers. Scalable, numerically stable, and dis-
tributed simulations need to be achieved while preventing
tool vendor lock-in effects as well as minimizing licensing
costs (Hällqvist et al., 2018).

A detailed aircraft vehicle systems simulator is devel-
oped throughout the OpenCPS project. The simulator
aims to serve as an industrially relevant platform for test-
ing standardized methods for connecting and simulating
models from different tools in the OMSimulator as well
as other integrating simulation tools. The aircraft systems
simulator is developed in parallel to the OMSimulator,
continuously exposing industrial needs and requirements
that were not captured during the master simulation engine
specification phase (OpenCPS project partners, 2016). An
early prototype of the aircraft vehicle systems simulator
was presented in (Hällqvist et al., 2017). The simula-
tor was further developed and expanded to enable stud-
ies of pilot thermal comfort connected to Environmen-
tal Control System (ECS) performance (Hällqvist et al.,
2018; Schminder et al., 2018). The latter combines the
domains of hardware, software, and human factors mod-
elling. Two different composite models of the same sys-
tem were created: one using only traditional connections
between FMUs, referred to as an FMI composite model,
and one with only TLM type connections, referred to as a
TLM composite model.

A schematic description of the different included sub-

Figure 4. Simulation result.

systems is presented in Figure 5. The simulator includes
an engine model designed to provide the included ECS
with air at high temperature and pressure depending on
the aircraft boundary conditions. The boundary condi-
tions are expressed by the aircraft operational point along
with outputs from the included atmosphere model. In
turn, the ECS provides its consumers with conditioned
air at the correct mass flow, temperature, and pressure.
The specified mass flows, temperatures, and pressures are
achieved via a total of five modelled motorized valves
controlled by a modelled software, denoted ECS Con-
trol in the figure. The included consumers are a ther-
moregulatory cockpit model, described in detail by Sch-
minder et al. in (Schminder et al., 2016), along with
two simple place-holder consumers representing subsys-
tems requiring air cooling and/or pressurization. The
cockpit model provides necessary inputs to the included
pilot comfort model which incorporates numerous well-
established comfort measures into the simulation, such as
the Fighter Index of Thermal Stress (Nunneley and Stib-
ley, 1979). The Engine, ECS, and ECS Control mod-
els are expressed using the Modelica language whereas
the atmosphere, cockpit, and pilot comfort models are
developed in Matlab/Simulink (MathWorks). All mod-
els are exported as FMUs for co-simulation, the Model-
ica models using Dymola (Dassault Systemes AB), and
the Matlab/Simulink models using the Dassault developed
toolbox FMI Kit for Simulink. The Modelica models
are all exported with the variable order and variable step
solver CVODE (Lawrence Livermore National Labora-
tory) whereas the Matlab/Simulink models are exported
with fixed step solvers.

In (Braun et al., 2017b), different approaches to estab-
lishing interoperability between FMI for Co-Simulation
and TLM were developed and evaluated. The most suited
approach of using callback functions for FMUs to request
inputs at the times they are needed is not possible with
FMI 2.0. One feasible workaround is to use fine-grained
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Figure 5. Schematic overview of an aircraft systems simulator comprising detailed sub-system simulation models.

interpolation inside FMUs, see Section 2.2. The mission
simulation presented here serves as an industry grade ver-
ification test-case for the method of using fine-grained in-
terpolation, in the OMSimulator, to ensure numerical sta-
bility during transient conditions.

A subset of the mission boundary conditions are pre-
sented in Figure 6, the altitude corresponds to the left-
hand side y-axis and the Mach number to the right-hand
side y-axis. The ECS consumer supply pressure is plotted
for simulations using only TLM connections (Red) and
using only traditional native FMI connections (Black) in
Figure 7. The results are similar and the discrepancies are
likely a result of aliasing effects resulting from a slightly
too long communication interval in the native FMI simu-
lation. The main difference between the presented simu-
lations is that all included FMUs are executed in parallel,
using physically motivated delays, for the TLM compos-
ite model. In contrast to the native FMI zero-order-hold
sampling resulting in constant input to FMUs during each
master step, the TLM solution guarantees the availability
of interpolated input data at the discretion of each FMU’s
internal solver. For this particular composite model ex-
ample, the TLM parallelization does not decrease the sim-
ulation execution time compared to the native FMI sim-
ulation. The main reason for this is that the composite
model is not well structured from a parallelization per-
spective, and thus the FMU representing the ECS physical
system clearly dominates the computational effort. In ad-
dition, the native FMI simulation is tuned to use the largest
communication interval possible challenging the numeri-
cal stability of the master simulation, whereas the com-
munication interval in the TLM simulation is based on the
real physics and does not compromise numerical stability.
Further up-scaling by adding FMUs for other aircraft sub-
systems, such as a fuel system, a hydraulic system, and an
auxiliary power unit, would reveal the scalability benefits,
in terms of execution time, of the TLM solution.

The presented use case demonstrates the OMSimulator
as an industrially relevant open-source alternative or com-

plements to existing FMI-supporting master simulation
tools in aircraft vehicle systems applications. Combining
the TLM technique with the more traditional method of
simulating coupled FMUs is a most promising and flexi-
ble approach for scalable, numerically stable and accurate,
distributed simulation. The use case shows that combin-
ing models from multiple modelling and simulation do-
mains, from both industry and academia, is feasible using
the OMSimulator. In (Hällqvist et al., 2018) and (Schmin-
der et al., 2018), the focus is placed on studies relating
ECS performance to pilot thermal comfort. Other pos-
sible areas of application are various optimization stud-
ies, e.g., minimizing the engine air consumed by the ECS
while maximizing pilot comfort.

Figure 6. A subset of the simulation boundary conditions, Alti-
tude and Mach number.

5.2 Energy Demonstrator
Driven by the need to limit global warming, the energy
systems worldwide are in a phase of expanding renewable
energy as an alternative to conventional power plants.

The design and control of combined cycle power plants
are expected to become increasingly more important as
a method of balancing the electric networks with a large
share of renewable energy input. This demonstrator is mo-
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Figure 7. ECS supply pressure to included fuel system model.
Results from the TLM Composit model simulation is depictd as
red and the Native FMI Composite model simulation as black.

tivated by the need to enable suppliers, in an early design
phase, to test the complete functionality by utilizing well-
verified models from different sources, without having to
convert all models to run by the same tool. This is needed
for the entire electrical grid.

The project goal of this joint energy demonstrator was
to combine FMUs from four different suppliers, to show
that each supplier’s verified knowledge, expressed by their
FMU, could be used for design, and transient analysis of
a power plant.

Figure 8. Energy demonstrator of a combined cycle power sta-
tion with detailed accurate models (total over 30000 equations)
from different suppliers, provided as FMUs.

The power plant in Figure 8 is a combined cycle plant
(CCPP) with steam extraction to a district heating system.
The FMUs are a gas turbine (GT) supplying flue gases to a
heat recovery steam generator (HRSG) that supplies steam
to a district heating system (DH). The GT shaft drives a
generator connected to a large utility network, the model
named SMIB. The HRSG also supplies steam to a steam
turbine that is included in the HRSG model.

Following entities supplies FMUs for the CCPP:

1. Siemens Industrial Turbomachinery AB supplies the
GT

2. KTH supplies the net model

3. EDF supplies the HRSG with ST

4. Equa AB supplies the DH

The simulation results of the generator power during
GT start-up from the model shown in Figure 8 depend on
communication interval and error tolerance. To achieve
accurate results, the simulation settings need to be tight-
ened up which increases the simulation time dramatically.
This encouraged us to develop further advanced simula-
tion technologies, such as a master-algorithm with vari-
able step size and input extrapolation based on output
derivative information.

OMSimulator has the capability for early multi-domain
simulations in the design and configuration phase but also
supporting behaviour control in the operational and re-
cycling phase and support closed loops for a sustainable
environment.

With this new technology and with the promising test
results we will be able to support the vision of sustainable
zero emission power plants with optimized solutions and
also bridge technologies from different partners.

5.3 SKF 3D Mechanical Demonstrator
Models of 3D mechanics typically contain stiff equations
and short time constants. This makes them especially sen-
sitive to delayed variables and thereby poses an interest-
ing challenge for co-simulation. To demonstrate the sta-
bility benefits of TLM, a model of a hydraulic crane with
two actuators was developed, see Figure 9. The intention
is to simulate a model of a roller bearing from SKF to-
gether with the surrounding system for achieving accurate
boundary conditions. SKF is one of the world’s largest
suppliers of bearings and has a great interest in simulat-
ing their bearing models together with models from cus-
tomers. This model constitutes a typical scenario, where a
system model developed by a customer is connected to a
bearing model developed by the supplier. An early proto-
type of the demonstrator was presented in (Braun et al.,
2017a). Table 2 shows an overview of the sub-models
in the composite model. All mechanical bodies are mod-
elled in Dymola and exported as FMUs. The crane arms
are connected through a roller bearing modelled in SKF
BEAST (Fritzson et al., 2014, 2018). The crane me-
chanics is modelled using rigid bodies, while the bear-
ing model contains flexible bodies and contact mechanics.
Motion is controlled by a hydraulic system modelled in
Hopsan, a system simulation tool specialized for hydraulic
and mechatronic systems developed by Linköping Univer-
sity (Axin et al., 2010). Experiments show that the model
works well with FMI for model exchange. With FMI for
co-simulation, either callback functions or fine-grained in-
terpolation (see section 2.2) are required to achieve stable
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Figure 9. The SKF crane demonstrator model is used to verify
stability in 3D connections.

results. When using sampled inputs with zero-order hold,
stability cannot be achieved even when using a step-size
1000 times smaller than the other methods. Results and
performance cannot be compared to a monolithic imple-
mentation because there is no tool capable of simulating
all three parts of the model: the bearing, the crane and
the hydraulic system. Nevertheless, results are fully re-
alistic. The motion agrees well with simplified models.
Static forces and torques all have correct magnitudes. No
unaccountable phenomena have been observed.

Table 2. Overview of the different sub-models in the SKF
demonstrator model.

Sub-model Tool
Boom FMU (Dymola)

Jib FMU (Dymola)
Load FMU (Dymola)

Piston FMU (Dymola)
Bearing BEAST

Hydraulics Hopsan
Controller Hopsan

6 Related Work
Table 3 compares related tools and libraries that also sup-
port similar co-simulation functionality. There are both
commercial and free-of-charge solutions available with
different licences. All tools support both model-exchange
and co-simulation FMUs. PyFMI is the only tool which
does not include built-in support for lookup tables. This
feature is quite handy, but not critical because it can be
isolated and solved by dedicated FMUs.

Except for Simulink, all tools support handling of al-
gebraic loops. In Simulink, however, it is not possible
to execute such composite models. Introducing a delayed
signal can circumvent this issue, but is not considered as
an appropriate solution since it introduces unintended dy-
namics.

All the tools except FMI Composer (Modelon), provide
some kind of scripting interface. DACCOSIM (Virginie
et al., 2015), Simulink and Dymola have proprietary solu-
tions and OMSimulator, PySimulator (Pfeiffer et al., 2012;

Asghar et al., 2015), FMI Go! (Lacoursière and Härdin,
2017), and PyFMI (Christian et al., 2016) are based on
open scripting languages.

OMSimulator uses the upcoming SSP standard as an
exchange format for composite models, as well as FMI
Go!, and FMI Composer.

7 Conclusions
OMSimulator 2.0 is part of the OpenModelica 1.13.0 re-
lease and also available as a standalone application. It pro-
vides the following functionality. It supports both FMI
variants, i.e. model-exchange and co-simulation. It sup-
ports also the TLM technique to decouple co-simulation
units and potentially stabilize the simulation. TLM con-
nections enable direct tool-coupling as well, e.g. with
Adams, Beast, and Simulink.

The OpenModelica graphical editor OMEdit is con-
nected to OMSimulator via a C-API and provides a rich
user experience.

The SSP standard, which is still under development,
is supported as an early prototype to enable exchanging
models with an open and independent standard. As an ex-
tension to the current SSP version, signal grouping and
bus connections are supported and integrated into the SSP
using annotations.

Compared to other tools, OMSimulator has outstand-
ing features like TLM and SSP support. The open-source
implementation facilitates use by academics and also in
industry. It can be used as a research platform for co-
simulation.
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